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a b s t r a c t 

Face recognition under variable pose and lighting is still one of the most challenging problems, despite 

the great progress achieved in unconstrained face recognition in recent years. Pose variation is essen- 

tially a misalignment problem together with invisible region caused by self-occlusion. In this paper, we 

propose a lighting-aware face frontalization method that aims to generate both lighting-recovered and 

lighting-normalized frontalized images, based on only five fiducial landmarks. Basic frontalization is first 

performed by aligning a generic 3D face model into the input face and rendering it at frontal pose, with 

an accurate visible region estimation based on face borderline detection. Then we apply the illumination- 

invariant quotient image, estimated from the visible region, as a face symmetrical feature to fill the invis- 

ible region. Lighting-recovered face frontalization (LRFF) is conducted by rendering the estimated lighting 

on the invisible region. By adjusting the combination parameters, lighting-normalized face frontalization 

(LNFF) is performed by rendering the canonical lighting on the face. Although its simplicity, our LRFF 

method competes well with more sophisticated frontalization techniques, on the experiments of LFW 

database. Moreover, combined with our recently proposed LRA-based classifier, the LNFF based method 

outperforms the deep learning based methods by about 6% on the challenging experiment on Multiple 

PIE database under variable pose and lighting. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Face recognition is an active research area for many potential

real world applications, such as access control or video surveil-

lance. The focus of face recognition study has shifted from con-

strained settings to unconstrained settings, as evidenced by the de-

velopment of face databases, from lab databases, such as FERET [1] ,

MultiPIE [2] , to databases in the wild, such as LFW [3] . In uncon-

strained environment, the irregular conditions of pose, illumina-

tion, expression and resolution significantly affect the performance

of face recognition system. Among these factors, pose variation is

considered the most challenging one. An appropriate reduction of

pose variation is largely beneficial to the following tasks such as

feature extraction or facial attributes analysis. The major challenge

of pose variation is essentially a misalignment problem caused by

the rigid motion of 3D face structure, resulting in self-occlusion

(loss of information) and loss of semantic correspondence [4] . 

Face frontalization is a process of synthesizing frontal facing

views of faces appearing in single unconstrained photo. It has been

suggested that this process substantially boosts the performance

of face recognition systems [5,6] by comparing the face in the
∗ Corresponding author. 
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anonical (frontalized) view. Previous works mostly learn the (non-

inear) frontalized transformation by applying regression tech-

iques [7] or more complex deep neural network [8–10] on an

arge external multi-poses data set. Recent work [6] have demon-

trated that a single 3D reference model is sufficient for face

rontalization, which emphasizes on preserving the appearance of

nput face rather than accurately recovering its shape. 3D face

hape estimation from unconstrained photos may be a harder

roblem than frontalization and can potentially introduce facial

isalignments [6] . Moreover, face frontalization by a single 3D ref-

rence model avoids the dependence on any specific training data

nd can be generalized well in unconstrained setting by preserving

he detailed texture of the specific face. 

In this paper, we propose a practical face frontalization method

hich requires only five landmarks for alignment and is able to

ecover or normalize the lighting condition on the frontalized face.

o the best of our knowledge, this lighting-aware face frontaliza-

ion (LAFF) method is the first attempt to jointly handle the pose

nd lighting normalization using a generic 3D face model. The ba-

ic idea of LAFF procedure is illustrated in Fig. 1 . There are three

ontributions of our work compared with the current techniques. 

First, we propose a basic face formalization procedure using

nly five stable fiducial landmarks, which can easily integrated in

he automatic recognition system. Specifically, a generic 3D face

odel is aligned to the input face image based on five landmarks,

http://dx.doi.org/10.1016/j.patcog.2017.03.024
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patcog
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patcog.2017.03.024&domain=pdf
mailto:whdeng@bupt.edu.cn
http://dx.doi.org/10.1016/j.patcog.2017.03.024
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Fig. 1. Basic idea of Lighting-Aware Face Frontalization procedure. Leveraging the prior knowledge provided by a 3D generic model and bootstrap set of lighting, our method 

can perform both the lighting-recovered face frontalization (LRFF) and the lighting-normalized face frontalization (LNFF). 
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nd a robust borderline detection algorithm is applied to accurately

stimate the visible region. Basic frontalization is obtained by ren-

ering the appearance-assigned 3D mesh at frontal pose with the

isible region mask ( Section 3.1 ). Empirical results show that our

ethod produces similar visual effect and recognition accuracy as

he previous works, e.g ., [5,11] , that are based on dozens of land-

arks. 

Second, we apply the symmetry of the quotient image to explic-

tly estimate the lighting intensity of the inviable (self-occluded)

acial part, rather than simply consider the facial appearance sym-

etry. To achieve this goal, we apply facial symmetry to the es-

imated Quotient Image [12] , which is lighting invariant, from the

isual part of frontalized face. After estimating parameters accom-

anying with the quotient image, lighting-recovered face frontal-

zation (LRFF) is performed by rendering the estimated lighting on

he self-occluded part. By adjusting the combination parameters,

ighting-normalized face frontalization (LNFF) is performed by ren-

ering the canonical lighting on the face. 

Third, we demonstrate the effectiveness of our method by both

he visual effects and the verification/recognition performance on

he large-scale face verification and recognition experiments on

FW [3] and MultiPIE [2] . Although its simplicity, our LRFF method

chieves comparable, even better, performance than the state-of-

he-art methods that rely on dozens of landmarks and sophisti-

ated 3D model fitting on the LFW benchmark. Moreover, com-

ined with our recently proposed LRA-based classifier [13] , the

NFF method outperforms the deep learning based face normaliza-

ion methods by about 6% on the challenging experiment on Mul-

iple PIE database under variable poses and lightings. 

. Related works 

In general, there are two families of the pose-invariant face

ecognition methods: 2D-based and 3D-based. For the comprehen-

ive survey, one can refer to [4,14] . 2D-based methods handle pose

ariations by the 2D image (patch) mapping across different poses,

hich can be roughly divided into two categories as followed [15] :

hallow 2D mapping and deep 2D mapping. 

Shallow 2D mapping: Local linear regression (LLR) [16] learns

ppearance transformation between different poses by the key as-

umption that the manifold structure of a local patch stays the

ame across poses. Heo and Savvides [17] use 2D affine warps of

he view-based AAM to approximately map non-frontal face from

o frontal face, while Gao et al. [18] use a single AAM to fit non-
ronal faces. Li et al. in [7] represents a test image using some

ases or exemplars and the coefficients can be regarded as one

ind of pose-invariant features. Du and Ward [19] propose to use a

et of prototype non-frontal face images that are in the same pose

s the input non-frontal face, which is recently extended by the

parse representation [20,21] . The performance depends heavily on

orrelation between test subject and the external training data. Ho

nd Chellappa [22] proposed to learn a globally optimal set of local

arps for frontal face synthesis by considering the consistency at

he overlapped pixels between two nearby patches. However, these

ethods are limited for the incapability of capturing 3D rotations

s well as solving self-occlusion problem with using 2D warping. 

Deep 2D mapping: Deep learning approaches become popular

ue to their premier accuracy on recognition with massive external

raining data. Deep Auto-Encoder (DAE) method [23] learns pose-

obust features by modeling the complex non-linear transforma-

ion from the nonfrontal face images to frontal ones through deep

uto-encoder, which directly converts the non-frontal face im-

ges to the frontal ones. Stacked progressive auto-encoders (SPAE)

ethod [8] learns pose-robust features by modeling the com-

lex non-linear transformation from the non-frontal face images

o frontal ones through a deep network in a progressive way. The

ace identity-preserving (FIP) features [9] are learned by a deep

etwork that combines the feature extraction layers and the re-

onstruction layers. The former layers encode a face image into

he pose-invariant FIP features, while the latter transform them to

n image in the canonical view. RL + LDA method [9] further im-

roves the performance by applying local descriptors and LDA on

he frontal reconstructed images. Recently, a Multi-View Percep-

ron (MVP) [24] is proposed to untangle the identity and pose by

sing random hidden neurons. Controlled Pose Face (CPF) method

10] is a recent work which can rotate an arbitrary pose and il-

umination image to a target-pose face image by multi-task deep

eural network. 

3D-based methods handle pose variations based on the prior

nowledge provided by a reference 3D face model or a deformable

odel with shape and illumination parameters. 3D methods are

ivided into three categories as followed [15] : modeling fitting,

ose synthesis, and pose normalization. 

Modeling fitting: 3D Morphable Model (3DMM) [25] is a power-

ul 3D representation for human face which fits parameters of 3D

hape, pose and illumination and use them for recognition. Breuer

t al. [26] present a method for automatically fitting the 3D Mor-

hable Model, but it has a high failure rate and high computational
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Fig. 2. Procedures of the proposed basic face frontalization with visibility detection. Only 5 landmarks are required for face frontalization with the 3D generic reference 

model. Borderline detection is conducted to achieve accurate visibility detection result. (For interpretation of the references to color in the text, the reader is referred to the 

web version of this article.) 
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cost. Aldrian et al. [27] present an efficient framework to inverse

render faces with a 3D Morphable Model (3DMM) by decomposing

the image formation process into geometric and photometric parts.

The PCA subspace used in 3DMM may not enough to accurately

characterize the textures of test faces. Besides 3DMM, several 3D

shape based methods are proposed to rotate the non-frontal face to

the frontal one. Recently, Jo et al. [28] propose a person-specific 3D

facial reconstruction method that is person-specific by combining

the simplified 3DMM and the SfM (Structure from Motion) meth-

ods to improve reconstruction quality. 

Pose synthesis: Generic Elastic Model (GEM) [29] is an efficient

3D face modeling method, which estimates 3D shape by assigning

generic face depth information directly to probe 2D images. Vir-

tual face images under arbitrary poses can be generated using 3D

models generated from gallery images. Probe face is matched to

the virtual images with similar pose to the probe. However, GEM

only deals with frontal face, requiring frontal faces for each iden-

tity, which is not always satisfied in unconstrained setting. 

Pose normalization: 2D probe image is normalized to a canonical

(frontal) view based on a 3D model to simplify unconstrained set-

ting to constrained one by eliminating the pose variations. Asthana

et al. [11] synthesize a frontal view of the input face by aligning an

averaged 3D face model to it, using view-based AAM. But the self-

occlusion part is unfilled. Abiantun et al. [30] propose to recover

the un-occluded pixels to a PCA model with sparse coefficient that

is trained by the frontal faces. Li et al. [31] proposed the generation

of the template displacement fields using images synthesized by a

set of 3D face models. The pixel-wise correspondence between the

synthesized images can be easily inferred via the 3D model ver-

tices, therefore this approach implicitly utilizes 3D facial shape pri-

ors for pose normalization. High-fidelity Pose and Expression Nor-

malization (HPEN) [5] fits the shape parameters of 3DMM and get

a complete identity-preserving normalization results by filling the

invisible region naturally. But it is based on 68 landmarks detec-

tion, where performance may drop due to unprecise localization.

LFW3D [6] employs a generic 3D face model to “frontalize” non-

frontal images and synthesizes the occlusion part based on face

symmetry with occlusion degree estimation. 

Previous pose normalization methods have achieved promising

results on the unconstraint images by preserving the texture infor-

mation, but they are limited in the filling of self-occluded parts.

Asthana et al. [11] leave the invisible region unfilled and can not

produce a consistent result. Ding et al. [32] use mirrored pixels

which would produce incoherent face texture especially when the

illumination conditions on both sides of face are largely different.

LFW3D [6] designs a “soft symmetry” that combines mirrored pix-

els with occlusion degree estimation. None of these methods at-

tempts to recover the lighting conditions of the occluded face. In
ontrast, our LAFF method aims to recover the lighting condition

f the inviable (self-occluded) parts of the face, which is demon-

trated to improve unconstraint face recognition performance. 

. Lighting-aware face frontalization (LAFF) 

Leveraging the prior knowledge provided by a 3D generic model

nd bootstrap set of lighting, our method can perform lighting-

ecovered face frontalization (LRFF) and lighting-normalized face

rontalization (LNFF). This section presents the detailed procedure

f our method. 

.1. Basic frontalization and visibility detection 

Our basic frontalization assumes that human face is a rigid

tructure, and thus sparse correspondence (five points correspon-

ence) is able to represent dense correspondence of face vertices.

iven a (non-frontal) facial image, five stable facial landmarks are

ocated automatically or manually (see the blue ’ + ’ in Fig. 2 (a)).

he five fiducial landmarks in the 3D generic reference model

see Fig. 2 (b)) have full correspondence with the landmarks of the

uery image. A 3D-to-2D projection matrix T is fitted using gener-

lized least squares solution to the linear system for least square

esidual: 

 Q−2 d ∼ V R −3 d 
�
 T (1)

here V Q−2 d is a 5 × 2 matrix with each row representing the

 x, y ) coordinates of Query-2d landmarks. V R −3 d is a 5 × 4 matrix

ith each row representing the ( x, y, z , 1) coordinates of Reference-

d landmarks where the fourth component 1 is for translation.

ith projection matrix T , all vertices of reference model are pro-

ected onto the query image (see Fig. 2 (c)) and the intensities of

rojected positions are assigned to the corresponding vertices by

i-linear interpolation. By rendering the appearance-assigned ref-

rence model at frontal pose, we can obtain a basic frontalization

esult. 

The Z-buffer method [33] is commonly used to detect the visi-

le region of the 3D model. Unfortunately, since our 3D face model

s generic, its borderline may not be fully consistent with specific

ace surface, as shown in Fig. 3 (b), resulting in an inaccurate visi-

le region in Fig 3 (c). To address this limitation, we design a joint

ptimization function to detect the borderline by considering both

he gradient magnitude and the similarity to the (Z-buffer) border-

ine of 3D model. The curve is defined by pixel coordinates ( x i , y i ),

here y i is the row index. The total optimization problem is de-

ned as 

ax 
{ x i ,y i } 

∑ 

i 

g(x i , y i ) −
∑ 

i 

d(x i , x i −1 ) + λ
∑ 

i 

s (x i , y i ) (2)
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Fig. 3. Comparison of visibility detection from Z-Buffer and our method. (a) Exam- 

ple input image from MultiPIE. (b) Aligned 3D model on input image. The texture 

on the left side of true borderline (green line) in Z-Buffer method is considered 

to be visible while actually not. (c) Results of visibility detection of Z-Buffer. Black 

pixels indicates invisible. Red ellipse marks the unwanted background texture. (d) 

Result of our visibility detection method is more accurate. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article.) 
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here g is the image gradient magnitude and d constrains x i −1 and

 i to be within one pixel, and s is the similarity between the pro-

ected borderline of 3D model and the found curve. The term g is

sed to catch the strong edge (large gradient magnitude) along the

orderline of the face and background, where the gradient magni-

ude is defined as 

(I ) = 

∣∣∣∣
∂ 

∂x 
I 

∣∣∣∣ + 

∣∣∣∣
∂ 

∂y 
I 

∣∣∣∣ (3) 

 is the search region of the query image. This magnitude is sub-

racted and divided by the mean and variance of itself for normal-

zation. For each pixel in search region, we calculate its tangential

irection through its vertical and horizontal gradient (the blue ar-

ow in Fig. 4 ), represented as � T i (x, y ) . For the projected 3D model

orderline, the tangential direction of row y can also be calculated

the purple arrow in Fig. 4 ), represented as � T r (y ) . The similarity of

irection 

�
 T i (x, y ) at pixel ( x, y ) to projected 3D model borderline is

alculated as cosine similarity, 

 (x, y ) = 

�
 T i (x, y ) · � T r (y ) 

‖ 

�
 T i ( x, y ) ‖‖ 

�
 T r (y ) ‖ 

(4)

he parameter λ is a parameter that balances the importance of

radient magnitude and the importance of curve shape similarity,

hich is set to 5 in our implementation. 

The joint optimization (2) is solved by dynamic programming in

 search region around the Z-buffer borderline of the aligned 3D

odel. Examples of the found curves are shown in Fig. 4 (b). The

ound face contour is back-transformed to the frontal 3D reference

odel through matrix � T −1 and we can get a rather accurate visible

egion mask as our “raw” frontalization result (see Figs. 2 (e) and

 (d)). Note that the visibility of nose region is estimated using Z-

uffer method [33] in our implementation. 
Fig. 4. Similarity of found curve and projected borderline. (For interpretation of the refer
.2. Quotient image symmetry based recovery 

The face symmetry is the common prior to recover the invisible

egion for face frontalization [6] . Unfortunately, in the cases under

niform lighting condition, the face appearance is asymmetric and

he recovered invisible regions may contain unrealistic lighting ef-

ects. To avoid the lighting artifacts, we decide to apply the sym-

etry prior to the quotient image (QI) that is invariant to lighting

hanges, rather than the appearance image. To achieve this goal,

e derives quotient image [12] by the surface reflectance ratio of

n (input) face against another (reconstructed) face, from the par-

ial frontalized face and recovers the lighting condition for the full

ace. 

In light of the quotient image technique [12] , human face is as-

umed to be a Lambertian surface with a reflection function: ρ( u,

 ) n ( u, v ) T s , where 0 ≤ ρ( u, v ) ≤ 1 is the surface reflectance (gray-

evel) associated with point u, v in the image, n ( u, v ) is the surface

ormal direction associated with point u, v in the image, and s is

he (white) light source direction (point light source) and whose

agnitude is the light source intensity. The classical quotient im-

ge technique [12] introduced the concept Ideal Class of Object , i.e.,

bjects that have same shape but differ in surface albedo are de-

ned. Under this assumption, the Quotient Image Q y ( u, v ) of face y

gainst face a is defined: 

 y (u, v ) = 

ρy (u, v ) 
ρa (u, v ) 

(5) 

here u, v range over the image. Thus, Q y depends only on the

elative surface texture information and is independent of illumi-

ation. 

A small bootstrap set containing N ( N = 12 in our experiments)

dentities under M ( M = 20 in our experiments) unknown indepen-

ent illumination (totally M × N images) is adopted. Q y of a input

mage Y ( u, v ) can be calculated as 

 y (u, v ) = 

Y (u, v ) 
∑ M 

j=1 Ā j (u, v ) x j 
(6) 

here Ā j (u, v ) is the average of images under illumination j in the

ootstrap set and x j is linear combination coefficient which can be

etermined by the bootstrap set images and the input image Y ( u,

 ). In our experiments, the bootstrap set is formed by the frontal

mages from 12 identities under 20 lighting conditions from ses-

ion one in MultiPIE [2] database. The selection of identities hardly

ffects final result [12] . Example bootstrap set images (gray level)

rom one identity is shown in Fig. 5 . 

The basic frontalized face with visible region mask is used to

stimate Quotient Image and lighting condition. We mask all the

mages in the bootstrap set using the visible mask of the input

mage and estimate Quotient Image on valid texture as well as
ences to color in the text, the reader is referred to the web version of this article.) 
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Fig. 5. Example bootstrap images from one identity. The illumination ids are marked as 00–09 in the first row, 10–19 in the second row. 

Fig. 6. Process of self-occlusion part filling based on the symmetry of the estimated quotient image. The images from 3 identities of 6 lightings in the bootstrap set are 

shown for convenience. There are actually 12 identities and 20 lightings. 
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lighting coefficient x j , which can be represented as: 

Q y −mask (u, v ) = 

Y mask (u, v ) 
∑ M 

j=1 Ā j−mask (u, v ) x j 
(7)

Q y −mask denotes Quotient Image of incomplete frontalization re-

sult. Y mask denotes “raw” frontalization result. We make symmetry

of the visible side and get Q y −sym 

, which is blended with Q y −mask 

smoothly using poisson editing [34] mentioned in [5] and finally

we get Q y − f ull . Since we have estimating lighting coefficient x j to

represent lighting conditions, we combine Ā j− f ull and x j to get Y full ,

represented as: 

 f ull (u, v ) = Q y − f ull (u, v ) ·
M ∑ 

j=1 

Ā j− f ull (u, v ) x j (8)

The basic idea of our filling is to estimate lighting conditions from

incomplete valid texture and use it as global representation . With

adding background texture using affine transformation in [5] , a

complete frontalization is generated. Fig. 6 demonstrates process of

self-occlusion part filling, which is also summarized in the follow-

ing algorithm block. For the color image, we first fill the invisible

region in Y channels using Quotient Image and combine directly

symmetrical UV channels texture to get the final RGB result. 

3.3. Lighting recovered/normalized face frontalization 

When a facial image is presented, LAFF first aligns the 3D

generic model to the input face according to the 5 feature points,

and refines the borderline to obtain accurate visible face parts.

Then, the facial quotient image and corresponding lighting coef-

ficients are estimated from the visible face region, based on which
he lighting condition of occluded parts are recovered by the sym-

etry of the facial quotient image. The result frontalized image,

hich is named Lighting Recovered Frontalized face, is natural

or visual inspection and facilitates further image processing and

ecognition. 

However, lighting recovered frontalized images still display di-

erse illumination variation, which is not optimal for the recogni-

ion purpose. Fortunately, the quotient image technique, which has

een integrated in LAFF, provides a natural manner to address the

llumination variation by applying light coefficients of canonical

ighting condition. Concretely, 20 lighting conditions exists in the

ootstrap set marked as id 00 − 19 (shown in Fig. 5 ), among which

d 07 represents canonical lighting condition. We set x j = 1 ( j = 8)

nd x j = 0 ( j = 1 : 7 , 9 : 19) in Eq. (8) and get illumination normal-

zation result. Previous illumination normalization methods, such

s WA [35] and DCT [36] mainly focus on frontal face while our

dea provide a simple, unify framework for illumination normal-

zation after pose normalization (Algorithm 1) . 

. Experiments and results 

In this section, we first visually inspect the results of the pro-

osed LRFF/LNFF methods and then evaluate their performance of

n LFW and MultiPIE databases for face verification and face iden-

ification task respectively. 

.1. Qualitative visual results 

Fig. 7 (a) shows the front-facing new views of Labeled faces in

he Wild images, where we compare our LAFF results with the

ost relevant method in [6] that has been release as the LFW3D
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Algorithm 1 Invisible region filling. 

Require: “Raw” frontalization result, bootstrap set images 

Ensure: Full frontalization result 

1: Mask bootstrap set images with same mask of basic frontaliza- 

tion result. 

2: Solve Q y −mask and light coefficient x j (1 ≤ j ≤ 20) according to 

Eq. (7). 

3: Mirror Q y −mask and get Q y −sym 

. Blend Q y −sym 

into Q y −mask 

smoothly using poisson editing and get Q y − f ull . 

4: Compute Y f ull by Q y − f ull , x j and full bootstrap set images ac- 

cording to Eq. (8). 

5: Mirror UV channels and back transform to RGB space. Adding 

background texture using affine transformation and get full 

frontalization result. 

Fig. 7. (a) Example frontalization results from LFW database. First Row: Input im- 

ages. Second Row: Results of LFW3D [6] . Third Row: Results of Proposed LRFF 

Method. Our results keep illumination consistence and produce less artifacts by ac- 

curate borderline detection and smooth filling. (b) Mean faces by averaging cor- 

responding multiple images of four subjects from LFW. First Row: Deep-Funneled 

[37] , Second Row: LFW3D [6] , Third Row: Our proposed LRFF Method. 
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ataset. One can see from the figures that both our LRFF method

nd LFW3D can preserve the texture of input, but LRFF show addi-

ional advantage of lighting consistence on the frontalized face. In

eneral, the frontalized images by LRFF seem more similar to real

rontal faces, especially when there is uneven lighting on the face. 

To illustrate a more general result, Fig. 7 (b) further shows the

ean faces with different alignment methods. Average faces from

he 31 David Beckham, 41 Laura Bush, 236 Colin Powell, and 530

eorge W. Bush images in the LFW set. On the average faces of

FW3D and LRFF, Wrinkles on the forehead of George W Bush in

ur result are faintly visible. These were preserved despite having

een averaged from many images captured under varying condi-
ions. It can be seen that the details around the eyes and mouth

re better preserved and more consistent in our method, compared

ith the other two methods. In addition, one should note that the

FW3D method uses 48 facial landmarks for alignment, but it is

urprising that LRFF method uses only 5 landmarks to achieve sim-

lar accuracy. 

Fig. 8 shows the example images of MPIE database across differ-

nt poses and lightings, and one can see from the figures that the

riginal images have extremely large intra-class variations, which

re much larger than those in other unconstrained data sets like

FW. The lighting recovered face frontalization (LRFF) images dis-

lay much smaller variations, and all the images are transferred

o the frontal face with common lighting variations. After lighting

ormalized face frontalization (LNFF), the intra-class variations on

oth poses and lightings are almost eliminated, and at the same

ime, the inter-class difference between faces are largely preserved.

ne can expect that the difficulty on recognizing LNFF images

ould be reduced significantly (Algorithm 2) . 

lgorithm 2 Lighting-aware face frontalization. 

equire: A non-frontal input face and the bootstrap set of images 

nsure: Lighting-recovered/normalized frontalized face 

1: Locate the 5 feature points, i.e. two eye centers, the nose tip,

and two mouth corners by off-the-shelf face alignment method

or manual labeling. 

2: Align a 3D generic model to the input face according to the 5

feature points according to Eq. (1). 

3: Optimize the criterion (2) to seek the face borderline and then

back-transform it to the frontal 3D reference model; Apply Z-

buffer method to find the visible nose region; Combine two re-

sults to obtain the visible region mask. 

4: Generate lighting-recovered frontalized face (LRFF) by the

invisible region filling according to Algorithm 1; Generate

Lighting-normalized frontalized face (LNFF) by the invisible re-

gion filling according to Algorithm 1 with x j = 1( j = 8) and

x j = 0( j = 1 : 7 , 9 : 19) in Eq. (8); 

.2. Face verification on LFW 

Labeled Faces in the Wild (LFW) [3] is the most commonly

sed database for unconstrained face recognition this years. LFW

ontains 13,233 face images of 5749 persons collected from Inter-

et with large variations including pose, age, illumination, expres-

ion, resolution, etc. We report our results following the “View2”

etting which defines 10 disjoint subsets of image pairs for cross

alidation. Each subset contains 300 matched pairs and 300 mis-

atched pairs. We follow the “Image-Restricted, Label-Free Outside

ata” protocol and outside data includes BFM [38] as 3D reference

odel and frontal, multiple illumination facial images from Multi-

IE [2] as bootstrap set images in Quotient Image. 

We aim to evaluate the improvement of face recognition per-

ormance by using our frontalized faces. Thus, rather than using

p-to-date learning methods that may overlay the contribution

f frontalization, we first use the L2 distance between basic lo-

al descriptors, such as LPB, TPLBP, and FPLBP. For an input im-

ge, we first predict the yaw angle based on the 5 feature points

nd frontalized the face with invisible region filling when the esti-

ated yaw angle is larger than 13 °. Results are compared to those

eported on the Deep-funneled images, LFW-a and LFW-3D collec-

ions. Table 1 enumerates the comparative results. Evidently, both

FW3d and LRFF, which use a generic 3D reference model, outper-

orm the conventional affine-transformation base face alignment

y a large margin. This suggest that 3D prior knowledge can play

mportant role in unconstraint face alignment. Although applying
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Fig. 8. Example frontalization results from MPIE database. First row: original images of four persons. Second row: resulting images of lighting recovered face frontalization 

(LRFF). Third row: resulting images of lighting normalized face frontalization (LNFF). 

Table 1 

Local descriptors verification results on the LFW benchmark. The best accuracy of each feature 

is highlighted in bold. 

Methods Funneled LFW-a LFW3D LRFF LRFF 

[37] [39] [6] (Appearance) (QI) 

LPB 0.6767 0.6824 0.7465 ± 0.0053 0.7395 ± 0.0065 0.7565 ± 0.0055 

TPLBP 0.6875 0.6926 0.7502 ± 0.0055 0.7433 ± 0.0057 0.7622 ± 0.0053 

FPLBP 0.6865 0.6818 0.7265 ± 0.0143 0.7231 ± 0.0126 0.7335 ± 0.0153 

Table 2 

Verification performance on LFW given by mean accuracy and standard er- 

ror under image restricted, label-free outside data protocol. The best accu- 

racy of each feature is highlighted in bold. 

Methods Accuracy ( ̄μ ± S E ) 

LFW-a + LBP + Sub-SML [40] 0.8392 ± 0.0065 

LFW3D [6] + LBP + Sub-SML 0.8818 ± 0.0047 

LRFF + LBP + Sub-SML 0.8882 ± 0 . 0041 

HD-LBP + Sub-SML 0.8878 ± 0.0046 

HPEN [5] + HD-LBP + Sub-SML 0.9152 ± 0.0037 

LRFF + HD-LBP + Sub-SML 0.9150 ± 0 . 0058 
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much simpler alignment and fitting procedure, our LRFF-based face

is slightly better than the LFW3D-based face by about 1–2%. More

importantly, To validate the superiority of the quotient image sym-

metry based recovery, we also implement LRFF with appearance

symmetry. One can see from the Table 1 that QI-symmetry based

recovery improves the accuracy by 1–3% compared to the com-

monly used appearance symmetry. The lighting-recovered faces are

more suitable for recognition than the appearance symmetry faces.

Then, we evaluate the effectiveness of our LRFF-face by learn-

ing metric on the local face descriptors. Specially, We extract LBP

on the LFW-a, LFW3D, and LRFF faces, and apply similarity metric

learning (Sub-SML) [40] to boost the face verification performance.

Table 2 shows the verification performance on LFW of different

methods and Fig. 9 (a) shows corresponding ROC curves. With same

Sub-SML learned metric on the LBP descriptor with , our LRFF

outperforms LFW3D by 0.64% because we accurately estimate the

self-occlusion region and fill it smoothly with keeping illumination

consistence, resulting in less artifacts than LFW3D. 

Finally, we extract high-dimensional LBP (HD-LBP) [41] face de-

scriptor on LFW-a, HPEN and LRFF-face for comparison. The images

released by LFW3D are 90 ∗90 pixels only containing face region,
hich are not suitable for HD-LBP extraction. Table 2 shows the

erification performance on LFW of different methods and Fig. 9 (b)

hows corresponding ROC curves. Compared with the basic LBP de-

criptor, the improvement on HD-LBP feature is smaller because

D-LBP is already an excellent and expressive feature that over-

ay the contribution of frontalization. Under the setting of using

D-LBP with Sub-SML, we achieve 91.50%, nearly the same per-

ormance as HPEN. It is noticed that HPEN utilizes 68 facial land-

arks for shape fitting along with expression normalization. Bad

ace normalization result may occur due to un-precise 68 land-

arks localization under large pose. Our method adopts only five

table landmarks which are easier to detect even under large pose,

ndicating the simpleness and superiority of proposed method. 

.3. Face recognition across poses and lightings on MPIE 

MultiPIE contains 754,204 images of 337 identities, where each

dentity has images captured under controlled environment with

5 poses and 20 illumination in four sessions during different

eriods, supporting development of algorithms for face recog-

ition across pose, illumination and expression. To fully evalu-

te our lighting-aware face frontalization method, our experiment

s conducted under the Setting-III which has been widely used

7,9,10] to evaluate the robustness of recognition algorithms under

ariable poses and lightings. This setting is more realistic than the

rst two settings with only pose variation. Specifically, Setting-III

dopts images in session one for training and test, which has 249

dentities. Images from −45 ◦ to +45 ◦ (seven poses) under 20 illu-

inations (marked as ID 00–19) are used. As listed in Table 4 , pre-

ious studies used all the images of first 100 identities for model

raining (LRFF and LNFF do not use these external training data),

nd the images of the remaining 149 identities for test. During the

est, the frontal image under illumination marked as ID 07 of each
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Fig. 9. ROC curves on LFW under image restricted, label-free outside data protocol. 

Table 3 

Comparative recognition rates (percentage) on MultiPIE under variable poses and light- 

ings. The recognition rate under a specific illumination condition is the averaged result of 

6 tested poses. Lighting recovered face frontalization is briefly denoted as LRFF . Lighting 

normalized face frontalization is briefly denoted as LNFF . 

Lighting ID Eigenfaces Fisherfaces LRA 

LRFF LNFF LRFF LNFF LRFF LNFF 

00 30.2 48.1 ( ↑ 59%) 58.7 65.1 ( ↑ 11%) 64.9 79.6 ( ↑ 23%) 

01 20.1 35.1 ( ↑ 75%) 37.9 47.4 ( ↑ 25%) 44.1 59.3 ( ↑ 34%) 

02 24.6 45.3 ( ↑ 84%) 46.9 58.7 ( ↑ 25%) 51.9 73.2 ( ↑ 41%) 

03 32.3 55.8 ( ↑ 73%) 57.3 71.4 ( ↑ 25%) 67.3 85.0 ( ↑ 26%) 

04 48.8 68.7 ( ↑ 41%) 71.0 82.0 ( ↑ 15%) 87.3 94.9 ( ↑ 9%) 

05 67.8 81.3 ( ↑ 20%) 84.9 92.4 ( ↑ 9%) 96.3 97.7 ( ↑ 1%) 

06 79.4 89.0 ( ↑ 12%) 91.7 96.9 ( ↑ 6%) 99.5 99.3 ( ↑ 0%) 

08 79.2 88.5 ( ↑ 12%) 93.5 96.4 ( ↑ 3%) 99.7 99.0 ( ↑ -1%) 

09 71.0 84.3 ( ↑ 19%) 87.4 92.6 ( ↑ 6%) 97.1 98.3 ( ↑ 1%) 

10 50.8 71.3 ( ↑ 40%) 78.3 82.0 ( ↑ 5%) 88.8 94.5 ( ↑ 6%) 

11 34.1 57.7 ( ↑ 69%) 63.5 69.0 ( ↑ 9%) 67.8 83.3 ( ↑ 23%) 

12 26.5 44.0 ( ↑ 66%) 47.6 56.0 ( ↑ 18%) 51.7 70.4 ( ↑ 36%) 

13 20.3 32.0 ( ↑ 58%) 39.0 47.5 ( ↑ 22%) 46.4 59.5 ( ↑ 28%) 

14 43.4 64.3 ( ↑ 48%) 70.0 80.3 ( ↑ 15%) 81.1 91.2 ( ↑ 12%) 

15 51.1 70.9 ( ↑ 39%) 74.6 84.9 ( ↑ 14%) 88.3 95.1 ( ↑ 8%) 

16 57.5 80.8 ( ↑ 41%) 81.3 89.5 ( ↑ 10%) 94.2 97.8 ( ↑ 4%) 

17 51.2 71.0 ( ↑ 39%) 74.7 82.1 ( ↑ 10%) 89.8 95.0 ( ↑ 6%) 

18 43.4 63.1 ( ↑ 45%) 71.6 76.0 ( ↑ 6%) 82.9 90.8 ( ↑ 10%) 

19 31.4 46.9 ( ↑ 49%) 58.4 64.4 ( ↑ 10%) 64.4 80.5 ( ↑ 25%) 

Avg. 45.4 67.8 ( ↑ 49%) 63.1 75.5 ( ↑ 20%) 77.0 86.5 ( ↑ 12%) 

Table 4 

Comparison of the number of training images used in our experiment. Compared 

with previous methods, LAFF uses a much smaller bootstrap set for reference. 

Methods Training images 

Li [7] 100 identities × 7 poses × 20 

illuminations, totally 14,0 0 0 images 

RL [9] + LDA 

CPF [10] 

LAFF 12 identities × 1 frontal pose × 20 

illuminations, 

Boostrap set Totally 240 images 
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dentity in the test set is chosen as the gallery. The remaining im-

ges from −45 ◦ to +45 ◦ except 0 °, excluded the illumination ID

7, are selected as probes. All images that we selected were con-

erted to gray scale. In the bootstrap set of quotient image, 20

ighting conditions exists in the bootstrap set marked as id 00–19

shown in Fig. 5 ), among which id 07 represents canonical light-
ng condition. We set x j = 1 ( j = 8) and x j = 0 ( j = 1 : 7 , 9 : 19) in

q. (8) and get LNFF result. 

The frontalized facial images are first represented by LBP de-

criptor followed by linear regression analysis (LRA) [13] for recog-

ition. For the comparison purpose, we also implemented the

igenfaces (PCA) and Fisherfaces (LDA). LRA is a single sample

ased face recognition method trained with the gallery set with

 single sample per person. For LDA, we use the external train-

ng set of 100 persons with 140 images per person for train-

ng. Table 3 compares the performance of LRFF and LNFF under

ach lighting condition using the three well-established recogni-

ion methods. The recognition rate under one lighting condition is

he averaged result of 6 tested poses. In general, our LRA method

erforms better than the Fisherfaces method followed by the

igenfaces method. The LRA method performs better than other

ethods because the LRA take full advantage of the discriminative

nformation contained in the gallery images. 

Table 3 also suggests that the LRFF method is not sufficient to

ddress the variable lighting condition in MPIE database. No mat-
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Fig. 10. Example results from various lighting of −45 ◦ from MultiPIE. First Row: Input images. Second Row: “Raw” frontalization results. Third Row: Lighting-recovered 

frontalized faces. Fourth Row: Lighting-normalized frontalized faces. (For interpretation of the references to color in the text, the reader is referred to the web version of this 

article.) 

Table 5 

Average recognition rate (in percentage) under different lighting conditions on the MPIE Setting- 

III . The best performance are in Bold. 

Methods 00 01 02 03 04 05 06 08 09 10 

Li [7] 51.5 49.2 55.7 62.7 79.5 88.3 97.5 97.7 91.0 79.0 

RL + LDA [9] 72.8 75.8 75.8 75.7 75.7 75.7 75.7 75.7 75.7 75.7 

CPF [10] 59.7 70.6 76.3 79.1 85.1 89.4 91.3 92.3 90.6 86.5 

LNFF + LRA 79.6 59.3 73.2 85.0 94.9 97.7 99.3 99.0 98.3 94.5 

11 12 13 14 15 16 17 18 19 Avg. 

Li [7] 64.8 54.3 47.7 67.3 67.7 75.5 69.5 67.3 50.8 69.3 

RL + LDA [9] 75.7 75.7 75.7 73.4 73.4 73.4 73.4 72.9 72.9 74.7 

CPF [10] 81.2 77.5 72.8 82.3 84.2 86.5 85.9 82.9 59.2 80.7 

LNFF + LRA 83.3 70.4 59.5 91.2 95.1 97.8 95.0 90.8 80.5 86.5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 

Average recognition rate (in percentage) under different poses on the MPIE 

Setting-III . The best performance are in Bold. 

Methods −45 ◦ −30 ◦ −15 ◦ +15 ◦ +30 ◦ +45 ◦ Avg. 

Li [7] 63.5 69.3 79.7 75.6 71.6 54.6 69.3 

RL [9] + LDA 67.1 74.6 86.1 83.3 75.3 61.8 74.7 

CPF [10] 73.0 81.7 89.4 89.5 80.4 70.3 80.7 

LNFF + LRA 77.2 87.7 94.9 94.8 88.1 76.4 86.5 
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ter which classifier is applied, the illumination normalization of

LNFF largely improves average performance, from 45.4% to 67.8%

in Eigenfaces, from 63.1% to 75.5% in Fisherfaces, from 77.0% to

86.5% in LRA, clearly suggesting the effectiveness of proposed idea

in solving both pose and illumination problem in such an uni-

fied manner. For the Eigenfaces method that simply matches two

images, the relative improvement from LRFF to LNFF is as large

as 49%, i.e. [(67 . 8 − 45 . 4) / 45 . 4) × 100%] . Moreover, it is surprising

that, with the LNFF images, even the conventional Eigenfaces ap-

proach achieves a 67.8% recognition rate on this challenging exper-

iments. This clearly indicates that the LNFF method is effective to

reduce unconstrained pose and lighting variations simultaneously. 

We can observe that performance of some lighting conditions

are relatively low, e.g ., 01, 02, 12, 13 and also the improvement

from LRFF to LNFF under these conditions are relatively large. We

have selected −45 ◦ for demonstration. The 5 lowest performance

light conditions and 5 highest performance ones in LRFF + LRA are

shown in Fig. 10 . In pose normalization results (third row), large

illumination variance (strong specular light or dark ambient light)

exists in the former group and leads to uneven, unsmooth face tex-

ture, resulting in low performance. From another perspective, un-

der former group, our illumination normalization can largely re-

duce the lighting difference between probes and galleries and thus

boosts the performance with large proportion. The illumination

c  
onditions of latter group are close to gallery and thus achieve

igher performance. 

Then, we compare our best LNFF + LRA method to three exist-

ng state-of-the-art pose and illumination invariant methods. (1) Li

7] represents a test face as a linear combination of training im-

ges, and utilizes the regularized linear regression coefficients as

eatures for face recognition. (2) RL + LDA [9] first reconstructs the

rontal-view face images using FIP features extracted from an im-

ge under any pose and illumination, and then applies LDA to fur-

her enhance class separation. (3) CPF [10] is a recent work which

an rotate an arbitrary pose and illumination image to a target-

ose face image by multi-task deep neural network. 

The comparative accuracy under different lighting and pose

onditions is enumerated in Tables 5 and 6 respectively. The over-
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ll performance of LNFF + LRA is about 6% better than that of the

tate-of-the-art methods [10] . The significant higher accuracy of

NFF clearly shows the superiority of the 3D generic model based

ethod for face frontalization, by which the identity related fine-

exture can be preserved. Combination of LNFF images and the dis-

riminative power of LRA achieves state-of-the-art performance on

PIE database. CPF [10] and RL + LDA [9] attempt to learn an uni-

ed deep neural network for pose-invariant feature extraction, but

ur results show they may not be the premier solution even given

 large representative training set to the test condition. 

Finally, it is worth mentioning that 1) our LNFF + LRA method

oesn’t use any non-frontal images from MPIE database to learn

he pose-invariant features. LNFF just needs a few frontal images

nder different illumination conditions as bootstrap set to learn

llumination information (see Table 4 for comparison). 2) Given

he LNFF images, the performance can be further improved by fea-

ure/metric learning methods, as our results are reported by the

asic LBP face descriptor. We would like to distribute the LNFF im-

ges for the research purpose after the publication of this paper. 

.4. Discussion and limitations 

The normalization process takes about 1.5 s, running on a

.8 Ghz CPU with matlab code. The bottleneck part is face and

ackground rendering, which takes about 0.8 s and can be accel-

rated by C ++ . 

In the process of invisible region filling, we use Quotient Image

s a feature insensitive to illumination, satisfying face symmetry.

he assumption of Quotient Image is Lambertian reflectance sur-

ace. When strong specular light occur, it can not model very well

nd would generate unnatural results. Also, it is hard to eliminate

he presence of cast shadow which leads to obvious artifacts when

pplying face symmetry (see the group in red box in Fig. 10 (b). 

. Conclusion 

In this paper, considering the pose factor in unconstrained face

ecognition, we propose a continuous identity-preserving face nor-

alization method which produces natural results in terms of

llumination condition. With face borderline detection, the self-

cclusion part is accurately detected and natural result is obtained

y applying Quotient Image as a face symmetrical feature which

s robust to illumination. We also provide a simple idea for illumi-

ation normalization in our framework. Our method achieve very

ompetitive performance on LFW and MultiPIE datasets. With us-

ng only five stable landmarks and advantage of being database in-

ependent, our work is suitable for practical applications. In the

uture, we will focus on more sophisticated illumination model-

ng method to handle with strong specular light and cast shadow

roblem. 
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